Learning and Expectations in Macroeconomics
Problems for Chapter 4

1. In appendix 1 to Chapter 10 it is shown that a general multivariate framework of the
form

f(Yy) + Eig(Yiqa) =0,

where Y; = (Y, ..., Y;,;) is an n—vector can be log-linearized as follows. Let ¥ be a
steady state of the nonstochastic structural equation. Introduce the notation f;(Y) =

3_32(?)’ g(Y) = %(?)’ define y;; = In (%) and utilize the approximation exp(y;) ~

y; + 1. The log-linearization can be shown to be

Z Y fi(Y )y + Z Yi9:(Y)Eyii1 = 0.
i1 i1

Use this methodology to obtain the linearization to the Ramsey model in the appendix
4.8.1 of the book.

2. Background: For linear second order difference equations

Yt = O1Yt—1 + OolYi—2,

the equilibrium point is asymptotically stable if the following conditions hold

O1+ Py < 1,0y <1+ ¢p,¢09 > —1.

Consider the Diamond growth model for learning as in appendix 4.8.2.
(i) Verify that the dynamics of the capital stock under learning is given by the formula

Ky = (14 ap +vy(arby — 1)Ky + (v — D)agk; 4

as shown in the book.
(ii) Verify that for v > 0 sufficiently small the stability conditions under learning are
ar < 1 and ai + a,bx < 1 and that these imply

K,y
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Moreover, show that the two sets of conditions are equivalent, provided a, < 0, i.e.
savings depend negatively on the interest rate.
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3. In the overlapping generations model, Section 4.2 of the book, suppose that agents
are trying to learn the steady state and are able to use contemporaneous data. The
learning rule (4.2) is then modified to

G = a5 + vela — qf),

where ¢ = F(q¢f,,) and v, is a decreasing sequence of gains with v; < 1,lim;_o,y; =0
and >, = co. Using a linearization show that the conditions for local convergence
and non-convergence are still given by the E-stability and E-instability of a steady
state. Consider also what happens in learning with contemporaneous data and a small
constant gain.



4. Suppose that the model

Yo = EF (Yey1)
has a solution that is a perfect foresight 2-cycle,

y, = 1w if tis odd,

ye = 1Yo if t is even,

where 4; # y. Then clearly we must have y; = F(y2) and 3, = F(y;). Draw a figure
showing a 2-cycle. Using the equations defining a 2-state Markov stationary sunspot
equilibrium (SSE), illustrate the existence of an SSE (yf,y5) near (g1, ¢2). Show that
for (yi,ys) near (g1, y2) the transition probabilities 7m1; and 799 are near 0.

5. For the model

Yy =+ BoEi1ye + B1Ei_1yi1 + vy,

where v; is white noise, use the method of undetermined coefficients to find the AR(1)
solutions, i.e. RE solutions of the form

Yy =a+ by 1+ v

Compute the implied E; 1y; and E; 1y, and substitute in to obtain the implied
restrictions on a and b. Give the possible solutions for (a,b).

6. Consider the model of social increasing returns. Assume that agents use a constant
gain learning algorithm

ne = F(ni,),

ng, = ng+y(m——ng),0 <y <L

Derive the local stability condition 1 —2/y < F'(n*) < 1 for a steady state n*. For
the case of F' > 0 and three interior steady states, as illustrated in Figure 4.5, derive
the basins of attraction for n; and ny. Are the basins of attraction different with
decreasing gain?

7. Consider the model

Yy = EtF(ytJrl)a

where F' is nonlinear. (i) Give the equations for a 2-state Markov SSE (stationary
sunspot equilibrium). (ii) Draw a sketch in which F' has 3 steady states and show on
the sketch a 2-state Markov SSE in which y; takes values near the high and low steady
states, gz and . (iii) Using the equations in (i) solve for m1; and 7y, the probabilities
of staying in states 1 and 2, respectively. What happens to m; and w9y as the values
of y; in the SSE become close to (yr,ym)? (iv) Draw a sketch in which F' has a single
irregular steady state and show on the sketch a 2-state Markov SSE.



